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Abstract— Object tracking is one of the most important problems 

in computer vision, so many methods have been proposed to solve 

it. The principle of object tracking mainly relies on motion 

estimation to track the motion of objects. In motion estimation, a 

variety of algorithms based on block matching have been 

proposed in order to address diverse issues such as reducing the 

number of search points, computational complexity. Although 

existing methods for object tracking provide good results, most of 

them face performance issues related to computation time. In this 

work, we propose a modified hexagonal search algorithm (MHS) 

to improve computation time of estimated motion while 

preserving efficiency. The proposed algorithm proceeds in three 

steps. In the first step, a small hexagonal pattern is used to find the 

smaller motion vectors. In the second step, the large hexagonal 

pattern is used to determine the direction of motion. In the third 

step, the small hexagonal search pattern is used to find the final 

solution. The MHS algorithm is used within the object tracking 

system after performing the object detection step. To validate our 

proposal, we consider several video sequences. The experimental 

results show that MHS outperforms some related works. 
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I. INTRODUCTION 

In recent years, Object Tracking (OT) has attracted much 

interest due to their various application areas, especially in 

video surveillance [1]-[2], action and activity recognition [3], 

augmented reality [4] and robotics [5]. However, despite the 

significant improvements made to tracking algorithms, the OT 

problem still remains open due to the fact that these algorithms 

relate to many environmental factors. 

OT involves estimating the trajectory of an object in the 2D 

plane of an image in the same way as if it moves in the real 3D 

scene. This task requires locating each object from one image 

to the next one. Many tracking techniques predict the position 

of an object in a frame based on the motion of the object 

observed in previous images. Each detected object must be 

associated with the corresponding object in the next frame to 

update its trajectory; otherwise a new trajectory is created [6]. 

OT is often difficult due to the complex shapes of the objects, 

their non-rigid nature, motion, partial or complete occlusion, 

changes in scene lighting, etc. These can be simplified by 

simple assumptions, such as smooth motion and prior 

knowledge of the number, size, shape, and appearance of 

objects. OT allows extracting additional features: trajectory, 

speed, direction of motion, and position at a precise moment 

[6]. The process of tracking moving objects generally 

comprises three stages: detection of moving objects, 

classification of these objects, and finally tracking [7]. 

Motion estimation algorithms can be used in the tracking 

process either in the detection stage or in the tracking stage, in 

particular Block Matching Algorithms (BMA). These 

algorithms locate similar blocks in an image sequence, i.e., 

search for the best match between two blocks located in two 

consecutive frames, in order to estimate the motion or 

displacement vector, the aim of which is to eliminate temporal 

redundancy. The main disadvantage of BMA is their 

computational cost, which is caused by the large search space. 

To deal with this drawback, many algorithms have been 

proposed; as examples we cite: New Three-Step Search [8], 

Diamond Search [9], Star Diamond Search [10], Hexagonal 

Search [11], and Cross-Hexagonal Search (CHS) [12]. 

In this paper, we propose a novel approach for OT by using 

block-matching motion estimation algorithms. The developed 

system uses the background subtraction algorithm in the 

detection step and our novel Hexagonal Search Algorithm the 

in the tracking step. The primary goal is to reduce the number 

of points searched to make the tracking process faster. Thus, 

our proposal mainly consists in a Modified Hexagonal Search 

algorithm (MHS) that attempts to improve the BM algorithm's 

performance, in particular the Hexagonal Search algorithm, in 
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terms of computation complexity. The proposed algorithm 

proceeds in three steps. In the first step, a small hexagonal 

pattern is used to find the smallest motion vector, thus finding 

fewer search points. The second step consists to use a large 

hexagonal pattern to identify the direction of the motion vector. 

In the third step, we use the small hexagonal search pattern to 

locate the final solution. The computation complexity is 

decreased by using a smaller hexagonal search pattern in the 

first step for the MHS, which allows for a quicker search for the 

minimal motion vector. 

The paper is organized as follows. In Section 2, we review 

some relevant related works in the literature. In Sections 3 and 

4 we present the Hexagonal and cross hexagonal algorithms. In 

Section 5, we give details of our proposed system for OT. Tests 

and results are summarized and discussed in section 6. Finally, 

in section 7, we draw some conclusions and perspectives 

II. RELATED WORKS 

Many BM algorithms have been developed [13], the simplest 

being the exploration of all blocks of the search window called 

Full Search [14]. 

C. Zhu et al. proposed Hexagonal Search (HS) in 2002 [11]. 

This algorithm will be described in the next section. 

The Cross Hexagonal Search (CHS) algorithm was proposed 

by S. Zhu et al [12]. In this algorithm, two Cross-Shaped Search 

Patterns are applied in the first and second step. Then, a Large 

Cross-Search Pattern is applied. Next, a Large Hexagonal 

Search Pattern is applied repeatedly until the minimum block 

distortion (MBD) point is at the center. Finally, the SHSP is 

applied in order to find the final motion vector. 

The Kite Cross hexagonal search was proposed by Hamood 

and Abdulmunem [15]. This algorithm uses different search 

patterns such as kite, cross, and hexagonal in order to find the 

best motion vector. 

R. Mukherjee et al. [16] introduced an algorithm called 

Hexagon Based Compressed Diamond Algorithm that attempts 

to reduce the complexity by lowering the number of search 

points in the process. The algorithm uses an early termination 

technique and an adaptive search pattern that can uniformly 

deal with slow and fast motion content in a video. 

P. Av et al [17] proposed an all-direction search pattern, 

which searches for the best block in all possible directions. 

III. HEXAGONAL SEARCH ALGORITHM 

The algorithm uses two search patterns as illustrated in Fig. 

1: a Large Hexagonal Search Pattern (LHSP) and a Small 

Hexagonal Search Pattern (SHSP).  

 

Fig. 1 Search pattern model for the HS algorithm. 

The HS algorithm is summarized as follows [11]: 

Step 1: LHSP is applied at the center of the search window; 

if the MBD point is the center point, then go to Step 3; 

otherwise, go to Step 2. 

Step 2. LHSP is applied at the MBD point obtained in the 

Step 1. If the new MBD point is located at the center position, 

proceed to Step3, otherwise, keep on repeating this step. 

Step 3. Switch the LHSP to SHSP. The MBD point found in 

this step is be the best matching block. 

IV. MODIFIED HEXAGONAL ALGORITHM 

Our proposed algorithm consists in modifying HS in such a 

way that the SHSP is applied in the first step. This is because 

in real-world video sequences, more than 80% of the blocks can 

be regarded as stationary [10], [18]-[20]. Therefore, the MHS 

is defined as follows: 

Step1: SHSP with 5 points of search is applied at the center 

of the search window. If the MBD point is the center point, then 

the search stops; otherwise, go to Step 2; 

Step2: LHLP with 7 points of search is applied at the MBD 

point obtained in the previous step. If the new MBD point is the 

center point, then go to Step 3; otherwise repeat this step; 

Step3: SHSP is applied and the MBD point is found. This 

point is considered as the motion estimation solution (final 

solution). 

The block diagram of the proposed system is shown in Fig.2. 

 

Fig. 1 Block schematic of the Modified HS (MHS) 

V. OBJECTS TRACKING SYSTEM 

The objects tracking system consist of the following phases: 

A. Pre-processing Phase  

Before performing any video processing operation, the 

quality of the image is crucial. At this stage, consideration 

should be given to improving the quality of the frames. 

B. Object Detection Phase 

On all frames of the video sequence, the background 

subtraction method for object detection and classification is 

applied as follow: 
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• Take an image background as reference frame denoted 

by I(t) and take the next frames as current frame denoted 

by I(t+1) to compare it with I(t).  

• By relying on some simple arithmetic calculations, we 

segment out the objects through image subtraction 

technique, as follow :  
𝑓(𝑡) = 𝐼(𝑡 + 1) − 𝐼(𝑡)    (1) 

• A threshold "  𝜑 " is put on this difference image to 

improve the subtraction    
𝑓(𝑡) − 𝑓(𝑡 + 1) > 𝜑    (2) 

C. Motion Estimation Phase 

In this step the MHS algorithm is applied as described above.  

D. Tracking Object Phase 

As a result of the previous phase, a motion vector 𝑣 =
(𝑣𝑥 , 𝑣𝑦)is created; it allows keeping track the motion of a block 

in different positions. Using all motion vectors the object is 

tracked in the frames of the video. The block diagram of the 

proposed system is shown in Fig. 3. 

 

Fig. 3 Block Diagram of Object Tracking System 

VI. TESTS AND RESULTS 

In this section, we evaluate the MHS algorithm according to 

the following criteria: computation complexity, prediction 

quality and computing time. 

A. Test sequences 

The experiments were carried out on color videos (i.e. Biker, 

vision Traffic, Trium, Ball, Jeux, Man and Dancer2 sequences). 

This dataset can be obtained from online resources 

(http://cvlab.hanyang.ac.kr/tracker_benchmark/datasets.html). 

All video sequences used for testing contain a single object 

moving in all frames. Table I presents the video sequences and 

the characteristics of each sequence. 

TABLE I 

VIDEOS SEQUENCES WITH SPECIFICATION USED IN EXPERIMENTS 

N⁰ Name Number 

Frames 

Size 

1 Ball 23 360×480 

2 Baker 142 360×640 

3 Atrium 61 360×640 

4 Dancer2 150 262×320 

5 Jeux 116 640×630 

6 Man 50 193×241 

7 Vision traffic 72 360×640 

B. Performance Evaluation Criterion 

Now, we compare our MSH algorithm with the two block 

matching methods HS, and CHS. Datasets consist of a single 

object moving in all frames. Moreover, for all video datasets 

used, the camera is stationary. The HS and CHS algorithms are 

executed on a 16x16 macro block, with a window size of -7 to 

+7. Motion vectors are found using Mean Absolute Difference 

(MAD) given in Equation (3) as a block matching criterion.  

𝑀𝐴𝐷(𝑥, 𝑦) =
1

𝑁2
∑ ∑ |𝐼(𝑥 + 𝑘, 𝑦 +  𝑙) − 𝑔(𝑘, 𝑙)|𝑁−1

𝑙=0
𝑁−1
𝑙=0           (3) 

where the values 𝐼(𝑘, 𝑙) and 𝑔(𝑘, 𝑙)  denote the luminance 

values of 𝐼 and g (image), and (𝑥, 𝑦) is the candidate vector. 

1) Computation complexity 

The comparison between the proposed algorithm and the 

other algorithms is carried out by calculating the mean of the 

average number of search points NSPavg required to find the 

motion vector for each frame. The obtained results are 

summarized in Table II. 

TABLE III 

PERFORMANCE COMPARISON IN TERMS OF NSPAVG 

 

 

Fig. 4 plots the average number of searching points per frame 

using ‘Ball sequence’, in each frame. 

 

Fig. 4 Performance comparison of different algorithms in terms of NSPavg for 

Ball sequence 

2) Prediction Quality 

The criteria PSNRavg is used to measure the average quality 

of all reconstructed images [21]. The corresponding Peak 

Signal to Noise Ratio (PSNR) value is calculated according to 

Equation (4): 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10 (
𝑓2

𝑀𝑆𝐸
)    (4) 

where 𝑓 is the maximum pixel value and MSE is the mean 

Algorithms 

Sequences 

MHS HS CHS 

Ball 5,02 10,66   8,90   

Biker 5,31 10,79 9,20 

Atrium 4,63 10,79 9,09 

Dancer2 5,69 10,71 9,46 

Jeux 5,10 10,83 9,02 

Man 5,99 10,57 9,64 

Vision traffic 5,25 10,79 9,15 

http://cvlab.hanyang.ac.kr/tracker_benchmark/datasets.html
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square error. The Mean Square Error (MSE) is described as 

shown in Equation 5. 

𝑀𝑆𝐸 =
∑ ∑ (𝑔𝑡(𝑖 ,𝑗)−𝑔̂𝑡(𝑖,𝑗))2𝑚

𝑗=1
𝑛
𝑖=1

𝑛×𝑚
   (5) 

where  𝑔𝑡(𝑖, 𝑗), 𝑔̂𝑡(𝑖, 𝑗)  and 𝑛 × 𝑚  represent the current 

frame, the reconstructed frame, and the frame size, respectively. 

The results obtained are given on Table III. 

 
TABLE IIIII 

PERFORMANCE COMPARISON IN TERMS OF PSNRavg 

 

 

 

 

 

 

3) Computing time 

The calculation time is measured in seconds for each 

algorithm. Regarding the implementation, we used the Matlab 

programming language version R2017a under hardware 

architecture endowed with 2 cores, each core is 2.16 GHz 

(Intel(R) Celeron(R) CPU N2840). The results obtained are 

given on Table IV. 

TABLE IVV 

PERFORMANCE COMPARISON IN TERMS OF COMPUTING TIME (SECOND) 

 

 

 

 

 

C. Results of Object Tracking 

The implementation of the tracking system described in 

section V allows us to obtain the results shown in Fig.5. The 

final tracked object is indicated by the green bounding box. The 

first ten frames of the video “Vision Traffic” are treated; the 

obtained results are shown in Fig.6. 

 

 

   
Fig.5 (a) Original video Frame (b) Background Subtraction (c) Object 

Tracking Result of the video sequences. 

 
Fig.6 Result of object tracking using the 10 first frames of ‘Vision Traffic’ 

sequence 

Algorithms 

Sequences 

MHS HS CHS 

Ball 25,53 25,46   25,49   

Biker 29,85   29,77 29,77 

Atrium 25,09 25,00 25,04 

Dancer2 26,63 26,22 26,47 

Jeux 31,42 31,06   31,18   

Man 21,81 21,71 21,80   

Vision traffic 31,91 31,07 31,73 

Algorithms 

Sequences 

MHS HS CHS 

Ball 0,11 0,21   0,15   

Biker 0,14 0,23   0,20   

Atrium 0,28 1,19   0,70   

Dancer2 0,09 0,13   0,13   

Jeux 0,32 0,48   0,42   

Man 0,03 0,05   0,04   

Vision traffic 0,14 0,24   0,22   
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VII. ANALYSIS AND DISCUSSION 

According to Table II, one observes that the MHS is the best 

in terms of average number of search points for all video 

sequences compared to HS and CHS algorithms. This is 

because the MHS uses in the first stage the SHSP with 5 search 

points instead of 7 points for HS and 9 search points for CHS. 

Compared with HS and CHS, MHS saves approximately 3.88 

to 5.64 research points. For instance, for the “Ball” video 

sequence, the MHS algorithm records 3.88 to 5.02 search points 

per frame, compared to CHS and HS, respectively.  

Modified Hexagonal Search algorithm is qualitatively better 

in term of prediction quality as it has the highest PSNR 

compared to other methods (see Table III). This is due to the 

small search area (5x5) used in the first step of MHS. For 

example, for the ‘Vision traffic’ video sequence the PSNRavg is 

equal to: 30,91db for MHS, 31,73db for CHS and 31,07db for 

HS. 

According to Table IV, the MHS outperforms the HS and 

CHS in terms of computation time measurements. Indeed, in 

the best case, the MHS requires 5 search points, while the HS 

and CHS require 9 and 11 search points, respectively.  

The MHS is used to track an object by locating similar 

blocks in the video sequences. The goal of BMA is to find a 

matching block between the frames. Block matching involves 

partitioning the current frame into blocks and comparing each 

block with the corresponding block in the next frame. Then, a 

vector is created so that it maps the motion of a block from one 

position to another in a video sequence. Finally, these motion 

vectors provide displacements in the block, which can be used 

for object tracking. Figures 5 and 6 shows the tracking results. 

VIII. CONCLUSIONS 

In this work, we have proposed a modified hexagonal search 

algorithm and used it to track the motion of object in video 

sequences. The MHS has good adaptability to estimate the 

smallest motion vectors.  

The experimental results showed that the MHS algorithm 

could make motion process estimation faster and reduce 

computation complexity. The comparative study proved that 

the MHS algorithm reduced the number of searched points per 

block compared to HS and CHS algorithms 

As a future project, we plan to combine our algorithm with 

deep learning approaches to develop real-time object tracking 

systems. 
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