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Abstract— In this study, an automatic text classification approach 

for Turkish news articles is presented. The savasy/ttc4900 dataset 

from HuggingFace, consisting of seven news categories, was used. 

News texts were converted into 768-dimensional vector 

representations using the embeddinggemma model on the Ollama 

framework. These embeddings were then used to evaluate the 

performance of several machine learning algorithms. Seven 

models were tested: Support Vector Classifier (SVC), Logistic 

Regression, Multilayer Perceptron, K-Nearest Neighbors, 

Random Forest, Gaussian Naive Bayes, and Decision Tree. Model 

performance was assessed using accuracy, precision, recall, and 

F1-score metrics. Results showed that SVC and Logistic 

Regression achieved the highest accuracy in the high-dimensional 

embedding space. The findings demonstrate that embedding-

based representations offer strong discriminative capability for 

Turkish news classification and that deep learning–derived vector 

embeddings can be effectively combined with traditional machine 

learning methods. These results emphasize the importance of 

vectorized text representations in natural language processing 

research. 
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I. INTRODUCTION 

The ability of computers to understand and generate human 

languages has long been one of the fascinating topics in 

computer science. The idea that machines could solve problems 

by exhibiting intelligent behavior like humans was strikingly 

presented by Alan Turing's question, “Can machines think?” 

[1], which made significant contributions to computer science. 

Today, it is possible to process human language not only at the 

symbolic or grammatical level, but also in terms of semantic 

relationships [2]. This has paved the way for transferring a level 

of understanding and interpretation similar to human intuition 

to computers. Developments in statistical modeling [3] and 

deep learning [4], in particular, have enabled the emergence of 

data-driven solutions based on data-driven training rather than 

rule-based solutions by teaching complex linguistic features to 

computers. These solutions are now important fundamental 

methods in the field of natural language processing. Today, 

with the development of deep learning-based approaches in the 

field of natural language processing and their increasing 

applicability, studies using deep learning methods have become 

quite widespread [5]. This study addresses the problem of text 

classification. Text classification is a problem that involves 

determining which category texts created in different 

contextual categories belong to. [6] Research in this field 

contributes to the development of natural language 

understanding systems. The complexity of the text 

classification problem is often increased by the diversity of 

large data sets, differences in language structure, and 

ambiguities in meaning. By addressing the text classification 

problem, this study aims to understand the existing challenges 

and obtain findings on overcoming these challenges using 

various methods. Furthermore, by presenting an analysis of the 

findings, the study aims to contribute to future work by 

highlighting the implications of these results. [7] introduced the 

long short-term memory (LSTM) architecture, a new deep 

learning method. This architecture aims to solve the long-term 

information storage problem caused by insufficient 

backpropagation and diminishing error feedback. The LSTM 

architecture consists of gates specialized for different tasks and 

is capable of handling complex tasks by directing the error flow 

of these gates. The evaluations shared in the study demonstrate 

that the model in the new architecture can solve complex and 

long-delay tasks that recursive neural network algorithms 

cannot solve. 

In a study [8], the relationships between words and sentences 

were analyzed and an attempt was made to model important 

elements in texts using a PageRank (Brin & Page, 1998)-based 

ranking model. The similarity operation was applied to the 

calculated graph structure, identifying the most similar ranked 

nodes to reveal keywords and important sentences in the text. 

The study particularly addressed its use in tasks such as 

extracting important information from large texts or identifying 
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keywords related to specific topics. In their work [9], two new 

model architectures were introduced for the continuous 

representation of word vectors from large datasets. The quality 

of these representations was measured in a semantic similarity 

task, and the results were compared with previously best-

performing techniques based on different types of neural 

networks. The evaluation results reported significant reductions 

in computational cost and substantial improvements in 

accuracy. The study reported that learning word vectors based 

on semantic similarities from a 1.6 billion-word dataset took 

less than a day. [10] analyzed the model features required to 

reveal patterns in word vectors. A new global regression model 

was developed that combines the advantages of two important 

model families: global matrix factorization and local context 

window methods. The newly developed model, GloVe, was 

trained on a large text corpus to effectively utilize statistical 

information. The model was then evaluated on semantic 

similarity and named entity recognition tasks and compared 

with other models in the literature. [11] introduced a new 

algorithm, Adam, for stochastic objective function 

optimization. The algorithm is based on adaptive estimates of 

low-order moments and is easy to implement, computationally 

efficient, has low memory requirements, is invariant to cross-

scaling of gradients, and is suitable for problems with large data 

and parameters. Theoretical convergence properties of the 

algorithm are analyzed, and experimental results demonstrate 

that Adam can yield results comparable to those of other 

optimization methods. In their work [12], a new artificial neural 

network-based approach, distinct from statistical machine 

translation, was proposed. They argued that the use of fixed-

length vectors was a bottleneck in improving the performance 

of the basic encoder-decoder architecture, and a new 

mechanism was developed that allows the algorithm to 

automatically search for important fragments in the source 

sentence to predict the target language word. The developed 

model was evaluated on an English-French translation task, and 

its performance was compared with existing results. The 

Transformer architecture presented in [13] is presented as a 

significant new step in the field of natural language processing. 

The Transformer architecture was based on [12], which 

introduced an attention mechanism that allows the model to pay 

more attention to the most important parts of the input array 

elements during training. The attention mechanism is central to 

the new Transformer architecture and, as presented in [14], 

consists of two blocks: an encoder and a decoder. The 

developed model has been evaluated on machine translation 

tasks and has been shown to yield the best results in 

comparisons in the literature. 

[15] examined text summarization methods based on 

sentence extraction. Feature extraction and summary 

generation were carried out using genetic algorithms. A dataset 

consisting of Turkish summaries of news texts was used as the 

dataset. During training, the genetic algorithm determined the 

optimal weight values for the documents' features, and 

summaries were generated accordingly. 

In their study [16], a dataset for evaluating different models 

across nine natural language comprehension tasks, called 

General Language Understanding Assessment (GLUE), and a 

test dataset for evaluating and comparing the models, were 

presented. The study also presented basic evaluation results 

using the ELMo language model [17] using a transfer learning 

technique. [18] introduced a new pretrained language model 

consisting solely of the encoder block of the Transformer 

architecture. The BERT language model presented in this study 

produces output vectors that represent input sequences from 

both perspectives. It has also been demonstrated that it can 

work on different tasks by retraining on the output layer. The 

model has been evaluated on various natural language 

processing tasks, demonstrating particularly high performance 

in natural language understanding tasks. In their study [19], a 

new variant of BERT [18] is proposed, named Sentence-BERT 

(SBERT), to address the network's inadequacy in semantic 

similarity search and clustering tasks. SBERT proposes a new 

ternary network structure, making it suitable for semantic 

similarity tasks. The developed model is evaluated on similarity 

tasks and transfer learning tasks, and comparisons with the 

literature are shared. In their work [20], a new language model 

called BART, equivalent to the original Transformer 

architecture [13], was introduced, with both encoder and 

decoder blocks. In this study, we used denoising approaches by 

randomly permuting the order of sentences in the learned texts 

to generalize the encoder- and decoder-based models. 

Specifically, we evaluated these approaches in natural language 

generation and question-answering tasks. [21] introduced the 

GPT-3 language model, which was developed to demonstrate 

that augmenting language models can significantly improve 

task-independent, small-sample performance, sometimes 

reaching a level that rivals the best previous transfer learning 

approaches. The developed model consists of 175 billion 

parameters. GPT-3's performance was evaluated solely through 

text interaction on tasks with small training samples, without 

model updating. GPT-3 demonstrated strong performance on 

several tasks, including translation, question-answering, gap-

filling tasks, and word scrambling. However, methodological 

issues related to training on small-sample learning datasets and 

large text corpora, which still struggled for GPT-3, were 

identified. It was also reported that GPT-3 was able to write 

articles that were difficult to distinguish between human-

written and human-written. [22] introduces a new variant of the 

T5 model [23], called mT5, trained on a new dataset covering 

101 languages. mT5 is evaluated on tasks that currently 

evaluate existing language models and also introduces a simple 

technique to prevent the model from translating into the wrong 

language. The code and model used in the study are open source. 

[24] presented a new approach aimed at understanding and 

improving pairwise word vectors used in machine translation. 

This new approach proposes a simple merging method based 

on text vectors. Furthermore, a new norm-based method 

focuses on more efficient use of word vectors. The developed 

methods were also evaluated in machine translation and string-

to-string tasks. [25] demonstrated the use of word vectors as a 

binary classification method. The problem identified was the 

detection of fake news. Furthermore, various preprocessing 

steps were introduced before classification. Another aspect of 
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the study was to expand binary classification to six categories 

of falsehood, ranging from true to completely false. However, 

it was determined that this method was not as effective as the 

results obtained with binary classification. In their study [26], a 

classification problem using convolutional neural networks 

(CNNs) was investigated for Turkish texts. The developed 

model was also compared with other machine learning methods 

on the same data. The selected datasets varied in terms of text 

and number of classes, and the effect of word vector size on 

classification success was investigated. Stemming and deletion 

of filler words were applied in the text preprocessing, and the 

TF-IDF method was applied for vector representations. The 

performance of different preprocessing and vector 

representations was evaluated against each other on the 

developed model. [27] used deep learning technologies to 

summarize Turkish texts and generate leading headlines. The 

study used a dataset consisting of over 50,000 collected news 

texts and their respective headlines, and applied the necessary 

preprocessing for training. High-performance results were 

achieved as a result of the use of the transformer model. The 

results showed that the transformer architecture performed 

better with less training content than other deep learning 

models and demonstrated a higher level of grammatical 

performance. [28] evaluate the performance of the GPT-3 large 

language model in classifying tweets containing and not 

containing cyberbullying on a dataset of Turkish tweets. The 

results demonstrate that GPT-3 achieves sufficient accuracy to 

be used in detecting cyberbullying in tweet content. The study 

examines ChatGPT, a prominent large language model. The 

study discusses ChatGPT's general benefits and usage scenarios, 

and discusses its potential and potential risks in various fields 

such as law, medicine, mathematics, finance, and academic 

writing.  

II. MATERIALS AND METHODS 

A. Data Processing 

The dataset used in this study is the Turkish news dataset, 

savasy/ttc4900, provided through the HuggingFace Datasets 

library. The dataset contains seven different categories: politics, 

world, economy, culture, health, sports, and technology. The 

aim of the study is to classify news texts belonging to one of 

these categories using machine learning models. The dataset 

was first retrieved using the load_dataset() function, and the 

number of samples for each category was examined using the 

dataset_samples() function. The data distribution was observed 

to be balanced across categories. The texts used in model 

training were taken from the text column, and the classes were 

drawn from the category column. The dataset was split into 70% 

training and 30% test sections using stratified sampling. This 

approach ensured that each class was balanced across the 

training and test sections. 

B. Encoding Texts to Vector Embeddings 

Text Data To enable the use of text data in machine learning 

models, it must be converted into vector representations. For 

this purpose, the study utilized the Ollama library to generate 

768-dimensional feature vectors from news articles using the 

embeddinggemma model. The encode_text() function provides 

a single interface for embedding texts. To reduce processing 

costs for large datasets, the embedding process was applied 

using a 16-element mini-batch structure. After each batch was 

processed, the results were combined to create training and test 

data matrices. 

C. Preparing Train and Test Sets 

After creating the text vectors, X_train_final was defined as 

the training vector matrix, X_test_final as the test vector matrix, 

and y_train and y_test as the training and test labels. By 

converting the dataset into a format suitable for a vector-based 

model, different classification algorithms were enabled to work 

directly on high-dimensional vectors. 

D. Classification Models 

In this study, a total of seven different machine learning 

classifiers were used: Support Vector Classifier (SVC), Multi-

Layer Perceptron Classifier (MLPClassifier), K-Nearest 

Neighbors (KNN), Random Forest Classifier (RF), Gaussian 

Naive Bayes (GNB), Logistic Regression (LR), and Decision 

Tree Classifier (DT). All models were trained with their default 

hyperparameters, thus comparing the fundamental effects of 

vector-based features across different algorithms. Throughout 

the training process, each model was trained with the training 

vector matrix and produced predictions on the test vector 

matrix. 

E. Evaluating Models 

Performance metrics were calculated separately for each 

classifier: Accuracy, Precision, Recall, and F1 Score. 

Additionally, to examine the class-based behavior of the 

models, confusion matrices (separate for each classifier), 

category-based F1 score comparisons, One-vs-Rest and ROC 

curves, and graphs containing AUC values were created. In the 

ROC analysis, decision function outputs were used for models 

without probability outputs, and if these were also unavailable, 

a warning message was placed on the relevant subgraph. All 

results were summarized in the final section by creating a 

comparison table. 

III. EXPERIMENTAL RESULTS 

This section presents comparative performance analyses of 

seven different classification algorithms trained on embedding 

representations obtained from news texts. The models were 

evaluated on the test dataset using accuracy, precision, recall, 

and F1-score metrics, and the results are summarized in Figure 

1. Figure 2 presents the confusion matrices of all the machine 

learning models evaluated in the study. 
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Fig 1. Performance metrics 

 
 

Fig. 2. Confusion matrix of all models 
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Fig 3. ROC of all modes 

 

According to the results obtained, the Support Vector 

Classifier (SVC) model was the most successful classifier with 

93.27% accuracy across all metrics. Logistic Regression 

(92.72%) followed SVC with a very close performance. The 

high performance of these two models demonstrates that 

linear/kernel-based methods are effective in high-dimensional 

embedding spaces. 

When examining other models, the MLPClassifier achieved 

relatively high success (90.82%), while RandomForest 

(88.84%) and KNN (88.44%) performed at an intermediate 

level. Considering the continuous and dense structure of 

embedding-based representation, it was observed that tree and 

neighborhood-based methods could perform more limited 

discrimination in this space. 

The GaussianNB (88.10%) model achieved reasonable 

accuracy despite its generative structure; however, it showed 

lower success compared to other discriminative models due to 

the complexity of the class distribution. The lowest 

performance was achieved with the DecisionTree classifier 

(64.15%), revealing that the single tree structure was 

insufficient to capture the complex data distribution based on 

embedding. 

Overall, the results show that embedding-based vector 

representations provide high discriminative power for Turkish 

news classification; specifically, linear/kernel-based methods 

such as SVC and Logistic Regression perform best with these 

types of representations. Figure 3 presents the ROC curves of 

the machine learning models. 

 

IV. CONCLUSIONS 

In this study, a vector-based approach was used to classify 

Turkish news texts by category, and seven different machine 

learning algorithms were compared. Since the text 

representation vectors derived from the Gemma model can 

directly learn semantic information in natural language, high 

classification performance was achieved in all models. The 

results obtained showed that some models are naturally more 

compatible with vector-based data. In particular, SVC, Logistic 

Regression, and Random Forest achieved the highest accuracy 

on the test set. The Gaussian Naive Bayes and Decision Tree 

models performed less well than other models on high-

dimensional text vectors. When examining the One-vs-Rest 

ROC curves, it was observed that the AUC values were high 

for all classes in many models. This indicates that vector-based 

representations provide strong distinctions between classes. 

Overall, the findings of the study reveal that large language 

model-based vector models are quite effective for Turkish news 

classification. For future work, model performance can be 

further improved by performing hyperparameter optimization, 

different vector models (BERT, RoBERTa, Mistral, etc.) can 

be added to the comparison, end-to-end learning can be applied 

with larger neural network models, and data augmentation 

techniques can be tested on the news content in the dataset. In 
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conclusion, this study demonstrates the high accuracy 

performance achieved by vector-based text classification 

approaches using different algorithms in Turkish news 

categories. 
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