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Abstract— This study aims to evaluate the effectiveness of 

classification algorithms such as Naive Bayes (NB), k-Nearest 

Neighbours (kNN) and Artificial Neural Networks (ANN) for 

machine fault detection and investigates the importance of feature 

selection. The dataset is analysed using cross-validation and the 

performance of the algorithms is evaluated in terms of AUC, 

accuracy, F1 Score, Precision and Sensitivity. Naive Bayes and 

ANN models have the highest AUC values and achieved 99.9% 

accuracy. kNN model has a lower AUC value than the others 

(76.0%), but has an accuracy of 97.2%. The feature selection 

analysis revealed that certain features such as HDF, OSF and 

PWF contribute significantly to the classification performance. 

These features have an important role to improve the effectiveness 

of classification algorithms in detecting faults. These results 

emphasize the effectiveness of algorithms and the importance of 

features in machine fault detection and contribute to the 

development of more reliable and efficient fault detection systems 

in industrial systems. 

 
Keywords— Artificial intelligence, Detection, Feature selection, 
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I. INTRODUCTION 

Nowadays, the reliability and efficiency of industrial 

machinery is a major concern in many industries. Especially in 

production processes, reducing downtime or downtime is 

critical to reducing costs and increasing productivity. 

Unexpected situations caused by machine failures can lead to 

loss of production, occupational safety risks and increased costs. 

Therefore, the early detection and prevention of machine 

failures is of vital importance for the sustainability and 

competitive advantage of industrial enterprises. In this context, 

data-driven approaches for predicting and preventing machine 

failures play an important role in the development of preventive 

maintenance strategies [1]. 

The aim of this study is to create and analyse a machine 

learning model fed with fault data as a step towards the 

development of fault prediction and preventive maintenance 

strategies. In this context, motor machine failure conditions are 

determined by examining Torque [Nm], Tool Wear [min], 

Rotational Speed [rpm], Power Failure (PWF), Tool Wear 

Failure (TWF), Heat Dissipation Failure (HDF), Overstrain 

Failure (OSF) along with engine failure conditions. In addition, 

the most effective features on the above-mentioned features 

that cause machine failures are determined by various feature 

selection models and their analysis is performed. 

This study consists of Related Works section where previous 

researches are reviewed, Materials and Methods section where 

detailed explanation of data, methods and analysis techniques 

used in the study are included, Experimental Results section 

where the main findings of the study are presented and finally 

Discussion and Conclusion section where the findings are 

analysed and the study is summarized. 

II. RELATED WORKS 

This section contains a review of previous research on the 

topic. Summary information about how similar studies deal 

with similar problems, what methods they use, and what 

findings they reach is given below. 

Abu-Samah and colleagues present a Bayesian-based 

methodology for learning and associating failures with 

potential fault occurrences. The data set used includes factors 

such as product process waiting time, equipment capacity (Cm), 

overall equipment efficiency (OEE), customer satisfactory 

product delivery time (OEE Time), total working time (empty 

and full time), productive time. The highest accuracy obtained 

in the study was achieved by the Bayesian Network (BN) with 

a classification accuracy of 97.2% [2]. 

Janssen et al. proposed a feature learning model for 

condition monitoring of rotating machines using tremor 

analysis. Using convolutional neural networks (CNN), fault 

detection features are learned from the data.  In this study, a 

total of 40 test runs were conducted, five bearings were tested 

for each of them. They carried out each test using 

accelerometers to capture vibration data in the x and y planes 

during the last 10 minutes of the one-hour running time. They 
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have achieved 93.61% classification accuracy with the CNN 

algorithm [3]. 

In their study, Goswami and Roy used three different 

classification algorithms: Decision Tree, K-Nearest Neighbour, 

Support Vector Machine for the classification of 11 different 

faults in the synthetic dataset for 100-kilometer-long power 

transmission lines. According to the results they obtained, they 

achieved the best performance with 91.6% test accuracy with 

the SVM algorithm [4]. 

Chen and colleagues propose an error diagnosis approach 

that integrates CNN and an Extreme-Learning Machine (ELM). 

They have collected 2100 pieces of data including a gearbox 

dataset and an engine bearing dataset. The method integrated 

with CNN on the data achieved 99.83% classification accuracy 

[5]. 

Khalil et al. have proposed a method for early failure 

prediction in circuits. The method is based on detecting faults 

using Fast Fourier Transform (FFT), Principal Component 

Analysis (PCA) and CNN. The data set includes voltage, 

current, temperature, noise and delay values. The data were 

used for training using Tensorflow. Using FFT, PCA, CNN, it 

provides a fault prediction accuracy of 98.93% and 98.91% for 

comparator and amplifier circuits, respectively [6]. 

Orrù and colleagues used machine learning algorithms for 

early failure prediction of a centrifugal pump in the oil and gas 

industry. This study is based on real-life historical data obtained 

from the process and equipment sensors installed on the 

machine. Support Vector Machine (SVM) and Multilayer 

Sensor (MLP) are used as machine learning algorithms. MLP 

achieved 98.2% and SVM achieved 98.1% classification 

accuracy [7]. 

When the studies found in the literature are evaluated, 

various researchers have used various machine learning 

methods to predict the failures of machines in different 

industrial areas. It is seen that among these methods there are 

algorithms such as Bayesian Network, Convolutional Neural 

Networks, Decision Tree, K-Nearest Neighbour, Support 

Vector Machine and Multilayer Sensor. It was not possible to 

find any studies performed using the data set used in this study. 

III. MATERIALS AND METHODS 

This section contains a detailed description of the data set 

used in the study, the research method and the analysis 

techniques used. 

 

A. Dataset 

The data set used in this study is called "Machine Failure 

Prediction Cleaned Dataset" [8]. This data set has been 

specially created for the purpose of predicting machine failures. 

It contains the final version of a different dataset containing the 

failure states of various vehicles after clearing outliers and 

feature selection. The data set consists of 9515 rows belonging 

to 7 features in total. The property information in the data is as 

follows: Torque [Nm], Tool Wear [min], Rotational Speed 

[rpm], Power Failure (PWF), Tool Wear Failure (TWF), Heat 

Dissipation Failure (HDF), Overstrain Failure (OSF). The data 

set consists of 2 classes: Durable and Failure. A detailed 

description of the features in the data set is presented in Table 

1. 

 

TABLE I 

DETAILED DESCRIPTION OF THE FEATURES IN THE DATA SET. 

Features Description 

Rotational speed 

[rpm] 

Calculated from a power of 2860 W, overlaid 

with a normally distributed noise. 

Torque [Nm] 

Torque values are normally distributed 

around 40 Nm with a Ïƒ = 10 Nm and no 

negative values. 

Tool wear [min] 

The quality variants H/M/L contribute 5/3/2 

minutes of tool wear, respectively, to the 

utilized tool during the process. 

TWF 

The tool will be replaced of fail at a randomly 

selected tool wear time between 200 ~ 240 

mins. 

HDF 

Process failure occurs due to inadequate heat 

dissipation when the temperature difference 

between the air and the process falls below 

8.6 K, and the rotational speed is lower than 

1380 rpm. 

PWF 

The process fails if the power required for the 

process, calculated as the product of torque 

and rotational speed (in rad/s), falls below 

3500 W or exceeds 9000 W. 

OSF 

The process fails due to overstrain if the 

product of tool wear and torque exceeds 

11,000 min Nm for the L product variant 

(12,000 for M, 13,000 for H). 

Machine failure 

Whether the machine has failed in this 

particular data point for any of the following 

failure modes are true. 

 

B. Naive Bayes (NB) 

The Naive Bayesian classifier is a classification algorithm 

based on the Bayes theorem. The class uses a strong assumption 

of independence when making predictions. It is usually 

effective with high-dimensional inputs in supervised learning 

processes. In short, the Naive Bayesian classifier assigns 

objects to certain classes using a simple probabilistic model [9, 

10]. 

C. K-Nearest Neighbour (kNN) 

The kNN algorithm is a classification method. This method 

is used to classify a new sample based on training data. The 

steps of the algorithm are as follows:  

Step 1. A new example is given.  

Step 2. With each example in the training data, it is 

compared with the attributes of the new example and the 

distance is calculated according to these attributes.  

Step 3. The nearest neighbouring samples are determined.  

Step 4. The new sample is classified using the 

classification of the nearest neighbouring samples. 
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The advantages of the kNN algorithm include its simplicity, 

ease of implementation and the fact that no parameter tuning is 

required during the training phase [11]. 

D. Artificial Neural Network (ANN) 

ANN is an artificial intelligence model inspired by the neural 

networks of the human brain and is used to solve nonlinear and 

complex problems. ANNs can be of various types with different 

architectures consisting of an input layer, one or more hidden 

layers and an output layer [12]. ANN can also be used in signal 

processing, processing audio, video and other signals. 

E. Confusion Matrix 

It is a widely used tool to evaluate the performance of the 

model in classification problems. Confusion matrix allows the 

model's predictions to be compared with the actual classes and 

allows this comparison to be analysed with different metrics 

[13]. The representation of the confusion matrix is shown in Fig. 

1. 

 

Fig. 1. Confusion matrix 

This matrix divides the model's true and false predictions 

into four categories: True Positives (TP), False Positives (FP), 

True Negatives (TN), and False Negatives (FN). TP represents 

the number of instances where the model predicts true positives, 

FP represents false positive predictions, TN represents true 

negative predictions, and FN represents false negative 

predictions. These four categories form the basis for evaluating 

the classification performance of the model with various 

metrics [14]. 

F. Cross Validation 

Cross validation is a method used to assess the 

generalizability of a machine learning model. This method 

divides the data set into different parts and evaluates how the 

model performs on each part. Basically, the dataset is divided 

into a certain number of parts and each part is used as a test set 

while the other parts are used as a training set. This process is 

repeated until every part is used as a test set. As a result, the 

performance of the model is measured for each part and these 

performance measures are combined to obtain an overall 

performance measure [14, 15]. In this study, 10-fold cross 

validation is used. 

G. Performance Metrics 

Performance metrics are measurements used to evaluate the 

performance of a machine learning model or a classifier or 

regression model. These metrics are used to understand how 

well the model works and evaluate the accuracy, precision, 

sensitivity, specificity and other performance characteristics of 

the model [16, 17]. The formula for performance metrics is 

shown in Table 2 [18]. 

TABLE II 

PERFORMANCE METRICS FORMULA 

Measure Formula  

Accuracy (TP+TN)/(TP+TN+FP+FN) (1) 

Precision TP/(TP+FP) (2) 

Recall TP/(TP+FN) (3) 

F1-Score 2*(Precision*Recall)/(Precision+Recall) (4) 

 

Accuracy: The ratio of correctly predicted samples to the 

total number of samples. It is generally a good performance 

measure for balanced classes. However, it can be misleading in 

case of class imbalance [19, 20]. 

Precision: The ratio of positively predicted instances to 

actually positive instances [19, 20].  

Recall: The ratio of true positives (TP) to all positive 

samples [19, 20].  

F1 Score: The harmonic mean of precision and sensitivity. 

It is preferred over accuracy in cases with unbalanced classes 

[19, 20].  

Receiver Operating Characteristic Curve (ROC): It is a 

graphical method used to evaluate the performance of the 

classification model. This curve shows the relationship between 

recall and specificity. An ideal classifier is expected to be closer 

to the upper left corner of the ROC curve [21].   

Area Under the Curve (AUC): It refers to the area under the 

ROC curve. AUC is a measure used to summarize classifier 

performance. The AUC value usually ranges between 0 and 1. 

The better a classifier is, the higher the AUC value will be. The 

ROC curve and AUC are widely used to evaluate model 

performance, especially in imbalanced classification problems 

[21]. 

H. Feature Selection Methods 

Feature Selection Methods are used in the feature selection 

process to help identify the most appropriate subset of features 

from the datasets, and are also used to rank the importance of 

features in the dataset and select the most informative ones [22]. 

Methods such as Gain Ratio, Gini, Chi-Square are widely used 

metrics to evaluate the classification performance of features. 

The metrics used in this study are Gain Ratio, Gini, Chi-Square 

and Fast Correlation-Based Feature. 

1)  Gain Ratio: Gain Ratio is a measure of information gain 

used in data mining and is an important criterion for feature 
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selection in algorithms such as decision trees. Gain Ratio 

measures how much information a feature can gain in a given 

classification task. Higher Gain Ratio values mean better 

feature selection [22, 23]. Gain ratio formula is given in 

Equation 5. 

𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜 =  
𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛

𝑆𝑝𝑙𝑖𝑡 𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛
 (5) 

 

In equation 5, information Gain measures the information 

gain when using a particular feature. Split Information is a 

measure of how data is split with a given feature. 

2)  Gini: Gini is a measure of the homogeneity or irregularity 

of a data set. It is widely used in fields such as statistics and 

economics. In particular, it is an important metric for assessing 

the quality of splitting nodes in classification algorithms such 

as decision trees. Gini is the sum of the probabilities that two 

randomly selected items in a given dataset belong to different 

classes. A small Gini indicates that the dataset is more 

homogeneous or more organized, while a large Gini indicates 

that the dataset is more heterogeneous or more complex [24]. If 

there are K different classes in a dataset, the Gini index is 

calculated as in Equation 6: 

𝐺𝑖𝑛𝑖 = 1 − ∑ 𝑝𝑖
2

𝐾

𝑖=1
 (6) 

In Equation 6, pi is the probability that instances in the 

dataset belong to class i.  

Algorithms such as decision trees use the Gini index as a 

criterion for splitting a node. The smaller the Gini index, the 

more homogeneous or pure the split. Therefore, splits with a 

smaller Gini index are considered better splits. 

3)  Chi-Square (X2): Chi-square is a test and measure used in 

statistical analysis to quantify the relationship between 

variables or to determine how observed data differ from 

expected values. The chi-square test is often used in the 

analysis of categorical data and can be used to assess the 

significance of the relationship between two categorical 

variables. The chi-square test measures the difference between 

observed frequencies and expected frequencies. If there is a 

significant difference between the observed and expected 

frequencies, it can be considered that there is a relationship or 

a change between these variables [22, 25]. 

4)  Fast Correlation-Based Feature (FCBF): FCBF is an 

algorithm for feature selection. Feature selection is used to 

improve the performance of a machine learning model and 

filter out features that contain redundant or unnecessary 

information. The FCBF algorithm evaluates the relationship 

between features and selects the most important features based 

on these relationships [26].  

İ. Experimental Setup 

In this section, the parameters of the machine learning 

algorithms used in the study are discussed. Experiments were 

conducted using different parameters for ANN and kNN. The 

most successful results obtained from the algorithms as a result 

of classification were achieved using the parameters given in 

Table 3. 

TABLE III 

TRAINING OPTIONS 

 Parameters Values 

kNN 

Number of neighbours 5 

Metric Euclidean 

Weight Uniform 

ANN 

Neurons in hidden layers 100 

Activation ReLu 

Solver Adam 

Regularization 0.0001 

Maximal number of iterations 200 

IV. EXPERIMENTAL RESULTS 

Within the scope of the study, NB, kNN and ANN 

algorithms were used to detect machine faults and classification 

processes were performed. The results obtained are thoroughly 

analysed using various evaluation tools such as confusion 

matrix, ROC curve and performance metrics. This 

comprehensive analysis aims to provide a detailed evaluation 

and understanding of the classification performance of the 

models.  

The dataset cross-validation method was used to analyse the 

effectiveness of the classification algorithms. In the cross-

validation method, the dataset is divided into 10 parts and each 

part of the dataset is run 10 times as a test set in each iteration. 

The results were then averaged to obtain the average 

performance metrics of the models. The performance metrics 

obtained from the algorithms are given in Table 4. 

TABLE IV 

PERFORMANCE METRICS FOR ALL ALGORITHMS 

  AUC Accuracy F1 Score Precision Recall 

ANN 0.980 0.999 0.999 0.999 0.999 

NB 0.989 0.999 0.999 0.999 0.999 

kNN 0.760 0.972 0.963 0.963 0.972 

 

Table 4 shows that the highest AUC value is obtained from 

the Naive Bayes model (0.989), followed by the ANN model 

(0.980). kNN model has a lower AUC value (0.760). Looking 

at the Accuracy results, it can be said that the ANN and NB 

algorithms achieved almost 100% success. kNN algorithm 

achieved 97.2%, which can be considered as a high 

classification success. This shows that all models in general 

correctly classified most of the examples in the dataset. In terms 

of F1 Score, it is possible to say that the results obtained provide 

a balanced classification performance. The confusion matrix 

results of the algorithms are shown in Fig. 2 and the ROC 

curves are shown in Fig. 3. 
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Fig. 2. Confusion matrix for all models 

 

(a) 

 

 
(b) 

Fig. 3. ROC Curve (a) Target: Failure, (b) Target: Durable 

When Figure 2 is analysed, it is seen that the TN and TP 

values of the algorithms are high and the FN and FP values are 

low. Confusion matrix results show that the most successful 

algorithm is ANN. The results obtained show that the 

algorithms perform well in general and correctly distinguish 

between Durable and Failure states. 

Figure 3 shows that the highest AUC value is in the ANN 

algorithm followed by NB. The lower AUC value of the kNN 

algorithm compared to the other algorithms indicates that the 

area under the ROC curve is smaller and the performance of the 

model is weaker than the others. 

Table 5 shows the scores obtained by four different feature 

selection methods (Gain Ratio, Gini, Chi-Square and FCBF) to 

show the effect of the features in the dataset on the Durable and 

Failure classes. The scores obtained for each feature are used to 

assess how informative that feature is for the feature 

importance or its relationship with the target variable. The Gain 

Ratio allows for a fair comparison between features by 

normalizing the information gain by the uncertainty reduction 

in a feature. Higher Gain Ratio values mean better feature 

selection. A low Gini value indicates that the data points in the 

node have a high probability of belonging to a class, i.e. 

homogeneous. The Chi-square test is used to assess the 

relationship between a target variable and each feature. In the 

case of a classification problem, the Chi-squared test measures 

how related each feature is to the target variable. A FCBF value 

of 0 may indicate that the selected features have a low 

correlation with the classes or are highly correlated with each 

other. This means that these features do not contribute to 

classification or modelling performance. 

TABLE V 

IMPORTANCE OF THE FEATURES IN THE DATASET 

Features Gain Ratio Gini Chi-Square FCBF 

HDF 0.692 0.022 3831.591 0.823 

OSF 0.659 0.018 3131.909 0.621 

PWF 0.564 0.008 1466 0.253 

TWF 0.564 0.008 1466 0.253 

Rotational Speed 

(rpm) 
0.016 0.003 269.462 0.03 

Torque (Nm) 0.014 0.003 251.019 0 

Tool Wear (min) 0.005 0.001 74.372 0 

 

Table 5 shows that the HDF feature scores higher than all 

feature selection methods. The HDF feature has a stronger 

relationship with the target variable than the other features and 

can be said to contribute significantly to the classification 

performance. The Gain Ratio, Gini and Chi-Square values of 

the OSF feature are quite high, indicating that the OSF feature 

has a strong relationship with the target variable and can 

improve classification performance. The Gain Ratio and Gini 

values of the PWF feature are quite high, indicating that the 

PWF feature has a strong relationship with the target variable 

and can improve classification performance. The Chi-Square 
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value is also quite high, which supports that the PWF feature 

has a significant relationship with the target variable. The 

FCBF value is 0.253, which means that the feature has a low 

correlation with the classes but is still informative. Similar to 

PWF, the TWF feature has high Gain Ratio, Gini and Chi-

Square values, indicating that the TWF feature also has a strong 

relationship with the target variable and can improve 

classification performance. As for the Rotational Speed feature, 

the Chi-Square value is low and the FCBF value is 0.030, 

indicating that this feature has a weak relationship with the 

target variable. However, the Gain Ratio and Gini values are 

slightly higher than the other features, suggesting that they still 

have some contribution to the classification. Finally, Torque 

and Tool Wear features score low for all feature selection 

methods. Their FCBF values are 0, indicating that these 

features have no relationship with the classes, have a weak 

relationship with the target variable and are not very 

informative to improve classification performance. 

V. DISCUSSION AND CONCLUSION 

This study aims to evaluate the effectiveness of various 

classification algorithms for machine fault detection and 

examine the impact of feature selection on classification 

performance. The results obtained provide important findings 

and valuable contributions to identify future research directions. 

Analyzing the performance of classification algorithms such 

as NB, kNN and ANN, it is observed that NB and ANN models 

achieve high AUC and accuracy values. This shows that the 

models have a strong potential in detecting machine faults. 

However, even though the lower AUC value of the kNN 

algorithm compared to the other two algorithms indicates that 

it performs relatively poorly compared to the others, it makes a 

significant contribution. 

Feature selection analysis and feature importance ratings 

revealed that certain features such as HDF, OSF and PWF make 

significant contributions to classification performance. These 

features are identified as critical components to be considered 

in the process of detecting machine faults. However, other 

features such as Torque and Tool Wear were found to 

contribute very little to the classification performance. 

Limitations of the study and future research directions are 

also discussed. Issues such as the size of the dataset, the 

selection of features and the impact of different 

hyperparameters of the classification algorithms offer potential 

research areas for future work. Furthermore, issues such as how 

these algorithms perform in real-world applications and what 

challenges they may face on an industrial scale need to be 

further investigated. 

In conclusion, this study highlights the effectiveness of 

classification algorithms for machine fault detection and the 

importance of feature selection. The findings provide a strong 

foundation for industrial applications and a framework for 

future research. 
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