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Abstract— This research examines the potential of machine 

learning methods in the classification of Mulberry leaf diseases. 

By applying SqueezeNet's deep feature extraction, the study 

aimed to identify disease patterns efficiently. The dataset used in 

the study consisted of ten distinct classes of Mulberry leaf diseases, 

which was divided into an 80% training set and a 20% testing set. 

The Support Vector Machine (SVM) supervised machine learning 

algorithm was used to classify the diseases, and the classification 

model achieved an accuracy of 77.5%. The results of the study 

demonstrate the effectiveness of machine learning approaches in 

aiding the detection and management of Mulberry leaf diseases, 

which can contribute to advancements in agricultural disease 

monitoring and mitigation strategies. 
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Learning, Mulberry leaf image, Plant Disease, SVM. 

I. INTRODUCTION 

The occurrence of conditions in Mulberry leaves presents a 

notable challenge in agriculture, resulting in considerable 

losses for producers on a worldwide basis. Conventional 

approaches to detect these disorders are frequently complicated 

and may exhibit limitations in terms of precision. Consequently, 

there is an increasing interest in investigating alternate methods 

to improve disease categorization and treatment. Applying 

machine learning algorithms offers a viable approach to 

properly tackle this problem [1, 2]. Support Vector Machine 

(SVM) techniques have demonstrated significant promise for 

addressing classification problems in this scenario. This work 

seeks to utilise Support Vector Machines (SVM) to classify 

mulberry leaf diseases with enhanced accuracy and efficiency 

in comparison to traditional techniques. The application of 

SVM-based categorization shows potential for enhancing 

disease management tactics and reducing economic losses in 

agriculture [3]. Automated systems that use leaf images for 

plant recognition have gained attention in fields such 

as food engineering, industry, botany, and medicine. This work 

expands upon previous research in automated plant recognition 

by especially concentrating on the categorization of mulberry 

leaf disease using Support Vector Machines (SVM). Integrating 

a recognition system. The strength and accuracy of the 

classification process are enhanced by extracting significant 

characteristics from the leaf images, including length, width, 

area, perimeter, and other similar features. This collaborative 

task seeks to make a valuable contribution to both agricultural 

science and technical innovation by providing a practical 

solution for managing mulberry leaf disease.  

 

In order to assess the current state of research concerning 

image classification through machine learning algorithms and 

establish a theoretical foundation for the study, we conducted a 

comprehensive review of existing literature on plant disease 

and their classification using machine learning or deep learning 

models [4-9]. 

 

Plant leaf diseases have garnered significant attention due to 

their considerable effects on agriculture and daily life [10, 11]. 

The conventional methods of disease identification are time-

consuming and prone to errors, leading to the development of 

innovative techniques based on deep learning. These 

techniques include the use of deep convolutional neural 

networks (CNNs) for disease identification and classification, 

which have achieved impressive accuracy rates [12-14]. 

Another study proposes an ensemble CNN method that utilizes 

multiple CNN models to enhance plant leaf recognition 

performance, achieving high accuracies when employing the 

Xception model along with data augmentation techniques [15, 

16]. Additionally, plant disease recognition systems optimized 

for smartphones have been developed, showcasing their 

effectiveness in identifying leaf diseases when incorporating 

offline training and data augmentation methods. Overall, these 

studies highlight the potential of deep learning techniques, such 
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as CNNs [17-19], in transforming plant disease identification 

and classification and providing accurate and efficient solutions 

for mitigating the impact of plant diseases on agriculture and 

human livelihoods [20, 21]. 

 

A study demonstrated the effectiveness of the selected 

methodologies, as the mint leaves were accurately classified 

using InceptionV3-extracted features at 94.8%, and VGG19-

extracted features resulted in an improved accuracy of 96.8 [22]. 

Similar to the investigation of the Pudina Leaf freshness 

investigation identified three distinct categories of: dried, fresh, 

and rotten, another study proposed the classification of black 

gram plant leaf diseases [23]. By applying advanced techniques 

such as Darknet-53, ResNet-101, GoogLeNet, and 

EfficientNet-B0, authors aimed to contribute valuable insights 

for effective disease management. 

 

From another study an automated plant recognition system 

that utilizes leaf photos was created. This system designed to 

assist food engineers, industrialists, botanists, and physicians. 

The system was implemented using a k-Nearest Neighbor 

classifier. Initially, it obtained an accuracy of 83.5%, which 

improved to 87.3% after incorporating color histogram data 

[24]. 

 

This study aims to employ machine learning techniques, 

specifically deep feature extraction [25] with SqueezeNet, for 

the classification of Mulberry leaf diseases. Using a dataset 

comprising ten classes of Mulberry leaf diseases, the research 

evaluates the efficacy of the Support Vector Machine (SVM) 

algorithm in disease classification. 

II. MATERIALS AND METHODS 

The primary purpose of this work was to use the SVM 

algorithm to categorize diseases affecting mulberry leaves and 

evaluate its effectiveness compared to traditional approaches. 

To accomplish this, we used a cross-sectional research design. 

The study utilized image data obtained from the publicly 

accessible Mendeley data repository [26]. Before being 

classified, the dataset was pre-processed by extracting features 

[27] using SqueezeNet. Afterwards, the Support Vector 

Machine (SVM) algorithm was used for classification. To 

guarantee a thorough evaluation, the dataset was divided into 

two sets: a training set and a testing set, with a split ratio of 80% 

for training and 20% for testing. The flow diagram of the study 

was shown in Figure 1. 

 

 

Fig 1. Mulberry leaf disease study flow diagram 

A. Mulberry leaf dataset for image classification task 

This dataset consists of mulberry leaf images collected from 

various regions in Thailand (northeast, central, and northern), 

including five provinces from three different regions. It aims to 

address the challenges of classifying mulberry leaf images 

taken in natural environments, which are characterized by 

difficult inter-class similarities and differences in lighting and 

background conditions. This dataset, which consists of 5,262 

annotated samples divided into ten categories: King Red, King 

White, Taiwan Maechor, Taiwan Strawberry, Black Austurkey, 

Black Australia, Chiang Mai 60, Buriram 60, Kamphaeng Saen 

42, and Mixed Chiang Mai 60+Buriram 60 [28]. It provides 

useful resources for computer vision researchers who are 

interested in developing creative algorithms to address 

mulberry recognition issues. 

 

The experts categorized the images into 10 different classes 

based on their distinct characteristics and traits. Therefore, this 

dataset is essential for creating new deep learning frameworks 

and image recognition systems specifically designed for the 
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complexities of mulberry leaf classification. Figure 2 shows the 

presentation of the mulberry leaf dataset. 

 

 

Fig 2. Mulberry leaf disease dataset sample images 

B. Deep Feature Extraction 

Deep feature extraction involves capturing abstract 

characteristics from data, notably images, through deep 

learning models. SqueezeNet, a convolutional neural network 

(CNN) architecture, is tailored for efficient computation and 

reduced memory usage without sacrificing accuracy. 

Achieving this, SqueezeNet integrates a "squeeze-and-

excitation" (SE) module for channel-wise feature recalibration 

and replaces certain 3x3 convolutional layers with 1x1 

convolutional layers to streamline model parameters. 

 

In practical terms, SqueezeNet extracts deep features from 

input images, encapsulating essential image content 

characteristics. These features are pivotal for tasks like image 

classification, object detection, and image segmentation. In the 

referenced study, deep feature extraction using SqueezeNet was 

applied to extract significant features from Mulberry leaf 

disease images. Specifically, 1000 features were extracted from 

each image, facilitating subsequent disease classification 

employing machine learning methods such as SVM [29]. 

C. Supervised Machine Learning Algorithm 

The model employed for the classification of Mulberry leaf 

disease utilizes a standard SVM type with a regularization 

parameter (C) set to 1.0, balancing the trade-off between 

maximizing the margin and minimizing classification error. 

The epsilon parameter (ε) is set to 0.1, controlling the margin 

around the decision boundary. Employing the Radial Basis 

Function (RBF) kernel with a formula of exp(-auto|x-y|²), 

where 'auto' signifies automatic determination of the kernel 

coefficient, facilitates transforming the input data into a higher-

dimensional space for improved classification. A numerical 

tolerance of 0.0001 dictates the threshold for stopping criteria 

during optimization, while the iteration limit is capped at 100, 

ensuring convergence within a specified number of iterations 

[30]. This SVM model [31, 32] aims to discern an optimal 

decision boundary for accurately classifying instances of 

Mulberry leaf disease within the dataset. 

 

Modifying the parameters of the SVM model [33-35], such 

as the regularization parameter (C) or the kernel function, will 

inevitably alter the classification results, while employing 

different datasets with the same parameters may yield varied 

outcomes due to the inherent characteristics and distributions 

of the data (Figure 3). 

 

 

Fig 3. SVM diagram for multiclass classification 
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D. Confusion Matrix and Other Performance Metrics 

In evaluating the classification results of Mulberry leaf 

disease using SVM, several common performance metrics were 

employed, including Area Under the Curve (AUC), 

Classification Accuracy (CA), F1 Score, Precision (Prec), 

Recall, and Matthews Correlation Coefficient (MCC), 

alongside the Confusion Matrix. The AUC provides a measure 

of the classifier's ability to distinguish between classes, with 

higher values indicating better performance.  

Classification Accuracy (CA) measures the proportion of 

correctly classified instances out of the total. The F1 Score, 

which combines Precision and Recall, offers a balance between 

them, with higher values indicating better overall performance. 

Precision (Prec) quantifies the ratio of correctly predicted 

positive observations to the total predicted positives, 

emphasizing the classifier's ability to avoid false positives. 

Recall assesses the ability of the model to capture all positive 

instances, calculating the ratio of correctly predicted positive 

observations to all actual positives. Matthews Correlation 

Coefficient (MCC) considers true and false positives and 

negatives, providing a balanced measure even for imbalanced 

classes.  

Lastly, the Confusion Matrix offers a tabular representation 

of actual versus predicted class labels, facilitating a detailed 

examination of classification performance across different 

categories. Together, these metrics offer a comprehensive 

evaluation of the SVM model's efficacy in classifying Mulberry 

leaf disease, enabling insights into its strengths and limitations 

[36-38]. 

III. RESULTS AND DISCUSSION 

The classification results for Mulberry leaf diseases using 

the SVM model and a Stratified Shuffle Split sampling 

technique, comprising 20 random samples with 80% of the data, 

revealed promising performance metrics. The SVM model 

achieved an impressive Area Under the Curve (AUC) score of 

0.973, indicating excellent discriminative ability between the 

disease classes. Despite a moderate Classification Accuracy 

(CA) of 0.775, the model demonstrated balanced performance, 

as reflected in the F1 score of 0.776, Precision of 0.780, Recall 

of 0.775, and Matthews Correlation Coefficient (MCC) of 

0.749. The results are presented in Table I. These metrics 

collectively suggest that while the SVM model may not achieve 

perfect accuracy, it effectively balances the trade-off between 

correctly classifying instances of Mulberry leaf diseases while 

minimizing false positives and false negatives. 

 

TABLE I. MULBERRY LEAF CLASSIFICATION EVALUATION RESULTS 

Model SVM 

Accuracy (%) 77.5% 

Precision 0.780 

Recall 0.775 

F1-Score 0.776 

AUC 0.973 

MCC 0.749 

 

The results indicate that the SVM model, trained using a 

Stratified Shuffle Split sampling technique, exhibits robust 

performance in classifying Mulberry leaf diseases. The high 

AUC score suggests that the model effectively separates 

diseased and healthy instances, while the balanced F1 score, 

Precision, Recall, and MCC indicate its ability to maintain 

equilibrium between correctly identifying positive cases and 

avoiding misclassifications. However, the moderate 

Classification Accuracy implies that there is still room for 

improvement, possibly through feature engineering or fine-

tuning model parameters. Overall, these findings underscore 

the SVM model's potential as a reliable tool for Mulberry leaf 

disease classification, laying a solid foundation for further 

refinement and application in agricultural contexts. 

The confusion matrix depicting the classification results is 

shown in Figure 4. 

 

 

Figure 4. Mulberry leaf diseases confusion matrix 

IV. CONCLUSIONS 

This research presents a rigorous investigation into the 

classification of Mulberry leaf diseases using Support Vector 

Machine (SVM) modeling. Through meticulous analysis, our 

findings underscore the considerable potential of SVM-based 

methodologies in accurately discerning between diseased 

Mulberry leaves, thereby facilitating effective disease 

identification crucial for informed agricultural management 

decisions. The demonstrated efficacy of SVM highlights its 

relevance as a sophisticated tool within the realm of agricultural 

research and practice, offering avenues for improved disease 

surveillance and mitigation strategies. Moving forward, 

continued endeavors toward model refinement and the 

integration of diverse datasets hold promise for advancing the 

accuracy and robustness of disease classification frameworks. 

As such, this study contributes valuable insights to the scholarly 
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discourse on leveraging machine learning techniques for 

agricultural innovation, offering practical implications for 

sustainable crop protection and food security initiatives. 
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