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Abstract— Convolutional neural networks (CNN) have been 

successfully used in the classification of medical images. However, 

CNNs extract the features of the image, neglecting the spatial 

information between the objects since they evaluate each object 

separately and this makes it difficult to analyse images reliably. 

CapsNets partially overcomes these limitations by encapsulating 

the objects in the image and their feature parameters without 

losing the spatial information between objects. However, this 

advantage of CapsNet can become a disadvantage due to the fact 

that CapsNet stores a lot of information, which can lead to an 

increase in the number of parameters and the complexity of the 

network. In this study, a new method is proposed in which residual 

block and CBAM (Convolutional Block Attention Module) 

modules are used hybridly with CapsNet in order to classify 

medical images with high accuracy and reliability and, at the same 

time, to overcome this disadvantage of CapsNet by reducing the 

number of parameters. In this study, more features of the image 

are extracted by using the residual block instead of the 

convolutional layer of CapsNet. The attention mechanism is used 

to increase the effectiveness of important features and reduce the 

effect of unnecessary features. In addition, the residual block and 

CBAM module reduced the number of parameters in CapsNet by 

approximately 2 million. Brain tumour images and OCT (Optical 

Coherence Tomography) images were classified with the proposed 

model. The results of the study show that the proposed model 

achieves significant results when compared to other CapsNet-

based studies in the literature. 
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I. INTRODUCTION 

Medical imaging is an important resource in disease 

diagnosis. Imaging techniques such as Computed Tomography, 

X-Ray, MRI (Magnetic Resonance Imaging), OCT are used for 

the automatic and rapid diagnosis of diseases. In order to 

analyse these images with the naked eye, a trained expert's 

perspective is needed.  

Deep learning methods fulfil this need for trained experts by 

analysing images comprehensively in a shorter time, while also 

noticing details that may be overlooked. The main application 

areas of medical image analysis are segmentation, classification, 

and abnormality detection [1]. Convolutional neural networks 

(CNN), a deep learning technique, are widely employed in the 

classification of medical pictures [2-4]. 

CNN needs a large amount of data when classifying medical 

data. In cases where there is not enough data, it encounters the 

problem of overfitting. In addition, the pooling layer in CNN 

causes the spatial information of the image to be lost, and the 

performance decreases [5]. In order to solve these limitations 

of CNN, Sabour et al. [6], proposed the CapsNet architecture. 

In CapsNet, a dynamic routing algorithm is used instead of the 

pooling layer, which causes the loss of spatial information in 

CNN, and capsules with vector output are used instead of scalar 

output feature maps. These capsules consist of neuron groups. 

In the neuron groups, the features of the image and the 

properties of these features are stored [7]. These properties 

include direction, size, and color information, as well as the 

spatial position of the feature. Especially in medical images 

where location is important, this characteristic of CapsNet 

provides a significant advantage. Since every detail of the 

image is taken into account, CapsNet can perform better with 

less data [8], [9]. However, although it is an advantage for 

CapsNet to evaluate every detail of the image for a reliable 

analysis of the medical image, this may become a disadvantage 

in complex images. The high number of details to be evaluated 

in the image may cause the number of parameters to increase 

with the increase in the number of operations performed in 

CapsNet. In addition, CapsNet needs more convolution layers 

to extract more features; in other words, the network needs to 

be deepened. When the studies in the literature are examined, 

https://doi.org/10.58190/icisna.2024.84
https://proceedings.icisna.org/


International Conference on Intelligent Systems and New Applications (ICISNA'24) 

  

23 

 

this is usually achieved by using more layers or hybrid models 

instead of the single convolution layer of CapsNet[10-13]. 

In this study, a new hybrid model is proposed to classify 

medical images with high accuracy and reliability. In the 

proposed model, the residual block is used instead of the 

convolution layer of CapsNet to deepen the network and extract 

more features of the image. The CBAM attention mechanism is 

used to increase the efficiency of important features, eliminate 

unnecessary features, and reduce the number of parameters [14]. 

Thanks to the proposed model, the number of parameters is 

reduced by approximately 2 million compared to CapsNet. 

Brain MRI images and retinal OCT images were used to 

evaluate the performance of the proposed model. 

      In the second section, the datasets used in the study, the 

details of the CapsNet architecture, the modules used, and the 

proposed model are given. In Section 3, the results of the study 

are presented, and in the last section, an overall evaluation of 

the study is presented. 

 

II. MATERIAL AND METHODS 

A. Dataset Details 

 

1) Brain Tumour Dataset 

The dataset includes 2D T1-weighted contrast images. The 

dataset consists of images from a variety of angles: axial, 

coronal, and sagittal. It consists of 4 classes[15]. These classes 

are glioma, meningioma, no tumor, and pituitary. The images 

were scaled to 50x50 dimensions. Table 1 shows the number of 

train data and test data for the classes. The dataset was 

downloaded Kaggle.com [16].  

 

TABLE I 

BRAIN TUMOR DATASET IMAGE NUMBERS 

Classes 
Train 

Set 
Test Set Total 

Glioma 712 214 926 

Meningioma 755 182 937 

No Tumor 416 84 500 

Pituitary 728 173 901 

 

2) OCT Dataset 

The OCT dataset contains a total of 84,495 jpeg photos 

divided into four categories: Normal, CNV, DME, and 

DRUSEN [17]. The images were scaled to 50x50 dimensions. 

The train, test and validation numbers of the dataset are given 

in Table 2. Dataset was downloaded Kaggle.com [18]. 

 

TABLE II 

OCT DATASET IMAGE NUMBERS 

Classes 
Train 

Set 
Test Set 

Validation 

Set 
Total 

CNV 8,616 242 242 9,100 

DME 8,616 242 242 9,100 

DRUSEN 8,616 242 242 9,100 

NORMAL 8,712 242 242 9,196 

TOTAL 34,560 968 968 36,496 

B. CapsNet 

CapsNet is an architecture proposed in 2017 by Sabour et al. 

[6]. The most basic unit is the capsule which consists of neurons. 

The capsule stores the properties of the image such as pose 

(position, direction and size), spatial position, color, and texture. 

CapsNet architecture basically consists of 3 layers. The 

architecture is shown in Figure 1.  The first layer is the 

convolution layer. In this layer, the basic features of the image 

are extracted. The second layer is the primary capsule layer. In 

this layer, a more detailed feature map is achieved by applying 

convolution process to the inputs from the previous layer. The 

feature map is passed through the squash activation function to 

obtain feature vectors (Equation 1). This function limits the 

length of the incoming input between 0 and 1 and outputs it as 

a unit vector.  

  𝑣𝑗 =
‖𝑠𝑗‖

2

1+‖𝑠𝑗‖
2 ⋅

𝑠𝑗

‖𝑠𝑗‖
                                                                     (1)           

 

Following this layer, the output is routed via the dynamic 

routing method to the digit capsule layer (Algorithm 1). The 

dynamic routing algorithm is the algorithm that provides the 

relationship between the lower-level capsules and the upper-

level capsules. 

 
Algorithm1. Dynamic Routing Algorithm [6] 

1 procedure ROUTING (ûj|i, r,l) 

2   for all capsules i in layer l and capsule j in layer (l+1): bij  0. 

3     for r iterations do   

4       for all capsule i in layer l: ci  softmax (bi) 

5       for all capsule j in layer (l+1): sj  ∑ cijûj|i
i

 

6       for all capsule j in layer (l+1): vi  squash (sj) 

7 
         for all capsule i in layer l and capsule j in layer (l+1):  bij 

 bij + ûj|ivij 

 return vj 

After this stage, the image is reconstructed in the decoder layer 

and the loss is calculated. For the loss operation, the margin loss 

function is used (Equation 2). In the equation, if there are k 

classes, Tk=1, otherwise Tk=0. The lambda value is taken as 

0.5, 𝑚+= 0,9, 𝑚− = 0,1. Total loss is found by adding the losses 

of the capsules. 

𝐿𝑘 = 𝑇𝑘𝑚𝑎𝑥(0, 𝑚+ − ‖𝑣𝑘‖)2 + 𝜆(1 − 𝑇𝑘)𝑚𝑎𝑥(0, ‖𝑣𝑘‖ − 𝑚−)2   (2) 
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Fig.1. CapsNet Architecture [7] 

C. Residual Block 

Residual Network (ResNet) is an architecture proposed by 

He et al. [19]. The aim of the ResNet architecture is to avoid 

the problem of vanishing and exploding gradient in deep 

network architectures. The architecture achieves this with 

residual blocks. The residual block unit used in the study is 

shown in Figure 2. 

 

 
Fig.2. Residual Block 

D. CBAM 

CBAM has two submodules. They are the Channel Attention 

Module (CAM) and the Spatial Attention Module (SAM) [14]. 

The CBAM module generates refined feature maps by 

highlighting important features from the input feature maps in 

deep networks. After extracting the cross-channel information 

of the input features, the module extracts the spatial information 

with average and maximum pooling. Thus, it provides an 

efficient information flow within the network by answering the 

questions of which information should be highlighted or the 

impact of which information should be minimised. The CBAM 

module is shown in Figure 3. The sub-modules CAM and SAM 

of the module are shown in Figure 4. 

 

 
Fig 3. CBAM Module[14] 

 
Fig 4. Sub-modules of the CBAM module [14] 

E. Proposed Method 

The proposed method consists of a residual block layer, a 

CBAM layer, a primary capsule layer and a digit capsule layer. 

The residual block and CBAM module are used instead of the 

convolution layer, which is the first layer in the classic CapsNet 

architecture, to achieve a feature map including detailed and 

significant image features while also reducing the amount of 

architecture parameters. The architecture of the proposed 

method is shown in Figure 5. 

 

 
Fig 5. Architecture of the Proposed Method 

III. EXPERIMENTAL RESULTS 

In this study, the models were developed using Python 3.8 

programming language and Tensorflow 2.3. libraries. The 

device used has Intel Xeon Gold 6226R processor and Nvidia 

Grid RTX8000-12Q graphics card. In the classification of the 

proposed modelled brain tumour images, batch size was set to 

8, learning rate was set to 1 x 10^(-4), number of epochs was 

set to 50 and Adam Optimizer was used. For the classification 

of OCT images, the batch size is set to 64 since the number of 

data is more.  

The ACC (accuracy) metric and parameter numbers of the 

models were used to evaluate the performance of the proposed 

model. The ACC is calculated by dividing the number of 

accurately predicted data by the total amount of data (Equation 

3). ACC value is calculated with the true positive (TP), true 

negative (TN), false positive (FP), false negative (FN) values 

given in the complexity matrix. The complexity matrix is 

shown in Table 3. 

TABLE III 

CONFUSION MATRIX 

 Predicted 

A
ct

u

al
 True Positives (TP) False Negatives (FN) 

False Positives (FP) True Negatives (TN) 

 

ACC = (TP + TN / TP + FP + FN + TN) *100                   (3) 

 

A. Results of Brain Tumour Dataset 

 

In order to compare the performance of the proposed 

model, CapsNet-based models in the literature where brain 

tumour images are classified and the original CapsNet were 

used. While classifying brain tumour images, an accuracy of 

78.10% was obtained with the original CapsNet architecture. 

With the proposed model, this accuracy rate increased by 

approximately 12% and reached 90.50%.   
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TABLE IV 

BRAIN TUMOUR DATASET LITERATÜR KARŞILAŞTIRMALI SONUÇLAR 

Network Model ACC (%) Numbers of Parameter 

Original CapsNet 78.10 13,185,732 

Afshar ve ark. [20] 86.56 - 

Goceri [21] 92.65 - 

Proposed Method 90.50 11,020,487 

 

Table 4 also shows the parameter numbers of the CapsNet 

architecture and the proposed model. The original CapsNet has 

13,185,732 parameters, whereas the new proposed model has 

11,020,487 parameters. 

 

B. Results of OCT Dataset 

The OCT dataset was classified with the original CapsNet 

architecture and the proposed model. In order to evaluate the 

success of the proposed model on OCT images, CapsNet-based 

models in the literature and the original CapsNet were used. 

The results of these models are given in Table 5. When the table 

is analysed, while 88.73% accuracy is obtained with the 

original CapsNet, 96.28% accuracy is obtained with the 

proposed model. Furthermore, the original CapsNet model has 

13,185,732 parameters, whereas the suggested model has 

11,020,487. 

TABLE V 

      OCT  DATASET LITERATÜR KARŞILAŞTIRMALI SONUÇLAR 

  

IV. CONCLUSIONS 

In this study, a hybrid CapsNet model using residual block 

and CBAM module is proposed for the classification of medical 

images. The results show that the residual block and CBAM 

module increase the success rate and reduce the number of 

parameters. In addition, a performance very close to the studies 

in the literature has been obtained. 

Residual block enhanced the performance of CapsNet by 

improving the training of the network. The CBAM module, on 

the other hand, not only enhanced the performance of CapsNet 

by focusing on important features in the image, but also 

reduced the number of parameters by eliminating non-essential 

features. For CapsNet, which takes into consideration every 

detail in complex images, it is very important that important 

features are selected in the feature map coming to the primary 

capsule layer. Thus, fewer features will be selected, but more 

necessary features will be selected for the analysis and the 

processing load of CapsNet will be reduced.  

This study will contribute to the use of CapsNet not only in 

medical image analysis but also in other fields. The proposed 

model can be used with different numbers of layers or modules. 

In addition, attention modules can be used in the capsule layers 

to make the capsules more effective.  
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